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Abstract

No effort has been made to connect good governance and the perfor-
mance of the tourism industry at the country level. We take a first step
to provide empirical evidence of this positive effect. Based on a data set
of 100 countries between 2002 and 2012, the impact of the Worldwide
Governance Indicators (WGI) on the tourism industry is analyzed. Us-
ing a dynamic panel data approach, we highlight the role played by good
governance in explaining differences in countries’ tourism performances.
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1 Introduction

For twenty years, democracy, political instability (including terrorism), and their
consequences have become household discussion topics, and they are still under
social scientists’ scrutiny. Due to their specific vulnerabilities to terrorist at-
tacks and to fluctuations in consumer sentiments, the tourism sector and airline
demand have received special attention from scholars. The consensus points to
a clear negative impact of political instability on tourism and airline demand
(Drakos & Kutan, 2003; Enders, Sandler & Parise, 1992; Enders & Sandler,
1991, 1996; Sloboda, 2003; Fleischer & Buccola, 2002; Drakos, 2004; Ito & Lee,
2004). However, political stability is not only a matter of the absence of violence
or the existence of democracy, but it is also a proxy for the wider concept of
governance.

An important strand of research focuses on the role of institutions and eco-
nomic freedom in explaining observed differences in economic development and
performance. Essentially, the economic literature has moved from inputs and
technological perspectives to a broader understanding of the prerequisites for
growth (Gwartney, Lawson & Holcombe, 1999). Good governance is needed
to assure (Dixit, 2009) property right security, contract enforcement, and col-
lective action. As discussed by Khan (2007), the positive impact of good gov-
ernance arises mainly from two sources. First, it reduces transaction costs,
allowing markets to work more efficiently. Second, good governance allows mar-
kets to “overcome entrenched market failures in allocating assets, acquiring
productivity-enhancing technologies and maintaining political stability in con-
texts of rapid social transformation.” Recently, using a US state-level/city-level
cross-sectional dataset, Detotto & Mccanon (2016) show that good institutions
positively affect the development of efficient publicly provided services. Thus,
it seems that good governance impacts both market and non-market activities.

Starting from this premise, we seek to verify the intuition that tourists take
into account factors other than price and “direct” service quality. Specifically,
we seek to measure the importance of governance quality on the development
of and motivation for tourism. The questions are stated as follows. Is the
governance quality of an economy crucial to the attractiveness of tourism? In
addition, if yes, how? To what extent can the governance level of a country and
its security image influence tourism consumption?

The tourism market is known to be global and very competitive. In this con-
text, small differences in resources and/or institutional environments are likely
to have immense short-run and long-run consequences. The idea is to use the
tourism industry, given its characteristics and peculiarities, as a case study in
order to clearly observe governance quality effects. We might expect that a small
variation across countries and periods leads to significant performance changes.

Although some links seem straightforward, no bridge exists between the lit-
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erature on governance and that on tourism. Thus, this study aims to investigate
the relationship between governance and the tourism industry by comparing the
tourism performances of countries with different governance qualities. To this
end, a dynamic panel data approach is performed using data on 100 countries
over 2002-2012. Our variables of interest are the Worldwide Governance In-
dicators (WGI; Kaufmann, Kraay & Mastruzzi, 2010) collected by the World
Bank. The WGI are six composite governance indicators that measure gover-
nance quality as perceived by enterprise, citizen, and expert survey respondents.
Our results show that higher governance quality has a positive and significant
impact on aggregate tourism revenue.

In Section 2, we describe the background underlying this study. Then, the
data and empirical approach are discussed in Section 3, and Section 4 presents
the results. The last section concludes.

2 Background

Kaufmann, Kraay & Zoido-Lobatón (2002) define political and public sector
governance as the traditions and institutions by which authority is exercised for
the common good, including: (i) the process by which governments are selected,
monitored, and replaced, (ii) the ability of the government to formulate and im-
plement policies effectively, and (iii) the respect of citizens and the state for
the institutions that govern economic and social interactions within the society.
According to Duncan (2003), governance represents “the formal and informal
rules that determine the behavior of a people.” Key governance principles in-
clude participation, inclusion, non-discrimination, equality, the rule of law, and
responsibility.

A recurrent issue in the literature is whether governance causes growth. Nu-
merous studies demonstrate the existence of a strong positive relation between
good governance on the one hand and economic performance and development
on the other hand (Acemoglu, Johnson & Robinson, 2001; Hall & Jones, 1999;
Rodrik, 2000; Rodrik, Subramanian & Trebbi, 2004; North, 1990, 2005; Gwart-
ney, Holcombe & Lawson, 2006). Differences in governance and the quality
of institutions would be, for example, crucial in explaining innovation (Mokyr,
1990; North, 1990). Governance indeed has an important role since it con-
tributes to creating a stable and predictable environment in which the private
sector, households, and investors may expand. The incentive structure necessar-
ily plays a role of social cohesion, but it also facilitates the attraction of foreign
investments1.

1Special attention has been devoted to corruption in the literature. Corruption is indeed a
major problem of governance in developing countries. It reduces administrative performance,
capacity, and efficiency, resulting in the misuse of scarce natural resources, moving public
spending to less efficient activities at the expense of essential services such as education,
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Furthermore, the tourism industry has grown substantially in the last cen-
tury and has become a critical factor in the economic development strategies
of many countries (Lea, 1988). “With more than one billion tourists travel-
ing to an international destination every year, tourism has become a leading
economic sector, contributing 10% of global GDP and 6% of the world total ex-
ports” (WTTC, 2015). Tourism is nowadays one of the major service industries
(Zhang, Qu & Tang, 2004; Brau, Lanza & Pigliaru, 2007), and it represents
not only the temporary movement of consumers but also the sign of financial
transfers for most countries. Due to tourism, some economies started export-
ing goods and services and currently perform from an economic point of view
(Sinclair, 1998; Fayissa, Nsiah & Tadasse, 2008; McElroy & De Albuquerque,
1998; McElroy, 2003). Nevertheless, tourism development suffers a great vul-
nerability. Two types of problems make tourism a sensitive activity. First, the
increase in domestic revenue from tourism spending is weakened by the exis-
tence of a set of leaks (Nowak, Petit & Sahli, 2010). These leaks can be (i)
internal in nature, through the imports of goods, services, and labor required
for tourism’s functioning; (ii) external in nature, resulting from the lack of con-
trol of small countries over the marketing of their tourism products in source
countries (tourists and international transport visitors); and (iii) “invisible” in
nature, mainly due to the illegal leaks of capital abroad.

Second, the tourism sector is deeply unstable and particularly sensitive to
cyclical changes in the source countries and to “global and regional economic
conditions (relating to periods of growth and recession) and adverse events
such as natural disasters, epidemics, political unrest and terrorism” (UNCTAD,
2013). Reasons for tourism volatility can be multiple, including seasonality,
climate2, and also the political and/or economic image of the country (Ridder-
staat, Oduber, Croes, Nijkamp & Martens, 2014).

At the same time, if we focus on micro-economic aspects, the tourism supply
has intensified, first, with the opening of some economies (the Balkans or Cuba,
for example), and second, due to the improved accessibility of remote economies
(cheaper tickets with low-cost companies, for example) (Parry & McElroy, 2009;
Schubert, Brida & Risso, 2011). From the demand point of view, tourists face
both time and budget constraints. Since they are more and better informed
about potential destinations and their characteristics, tourists tend to increas-
ingly behave as optimizers and raise their expectations. Moreover, this phe-
nomenon is clearly amplified by increasing competition, as already mentioned.

health, and infrastructure projects (Gray & Kaufmann, 1998). This shift undermines the
ability to generate income and contribute to fiscal weakness and macroeconomic difficulties
(Osei, Morrissey & Loyd, 2005).

2It is appropriate to emphasize the risk of potential instability related to the problem
of global warming. The Intergovernmental Panel on Climate Change (IPCC) has assessed
the rising sea levels over the period 1990-2100 in a range from 9 to 88 centimeters. Coastal
impacts of this rise can clearly affect hotels and various tourist facilities. Some attractions
are especially damaged, such as beaches, the marine ecosystem, etc.
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Therefore, the literature naturally highlights the factors influencing the de-
velopment and stability of the tourism sector. The impacts of public policies on
the tourism sector and the importance of political stability in tourism sustain-
ability are among the most debated topics in the literature. The importance
of political stability and its influence on tourism attractiveness have been espe-
cially studied in the cases of Bosnia and Herzegovina (Causevic & Lynch, 2013),
Lebanon (Issa & Altinay, 2006), and Ireland (O’Brien, 2012), for example, con-
firming the facts that the tourism industry is fragile and instabilities (war or
terrorism, for example) inevitably result in declines in tourist flows.

More generally, the reputation of a destination is a key factor in the mo-
tivation for tourism. Confidence in the local economy can be of paramount
importance. Reputations might attract more investors (Fombrun & Shanley,
1990) or attract and retain qualified human resources. We can assume that
“good governance image” is part of this reputation and could be fundamental
to tourism performance.

From this point, we raise the question of the impact of good governance
on tourism. Are the implications for tourism of governance quality significant?
Our assumption is simple: a good governance image may improve tourism at-
tractiveness for territories. As far as we know, this particular subject has not
yet been developed in the literature. Thus, this study aims to investigate the
relationship between governance and tourism performance3.

3 Data and empirical approach

This study proposes using the dynamic panel data approach, illustrated in Sec-
tion 3.4, to explore the relationship between tourism revenue and (aggregate
and individual) governance indicators for a sample of countries in the time span
2002-2012. Sections 3.1 to 3.3 focus on the presentation of all the data sources
used in this analysis.

3.1 Tourism

In the context of this study, the availability of reliable tourism data to define an
appropriate explained variable is a major issue. Until the late 1990s, identifying
appropriate data was almost impossible, but from 1995 on, the United Nations
World Tourism Organization has collected data for more than 200 countries.
Our analysis uses data from the Compendium of Tourism Statistics CD-ROM
for the period 1995-2013. The series of interest is the level of inbound tourism
expenditures. The choice of tourism expenditures to approximate tourism ac-
tivity is original in the literature (Yilmaz, Sanli & Yilmaz, 2015) since it is more

3Candela, Mussoni & Patuelli (2015) study the related question of the appropriate scale
of governance between the national and local levels.
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difficult to obtain than the commonly used tourism arrivals (Santana-Gallego,
Ledesma-Rodŕıguez & Pérez-Rodŕıguez, 2011; Tsui & Fung, 2016).
The data covers the period 1995-2013 for 201 countries. Unfortunately, this
series suffers from a substantial number of missing values, typically for small
countries and before 2000.

The time span 2002-2012 has been chosen in order to obtain a panel of
countries as large as possible with a minimum number of missing values4. As
reported in Table 1, our final sample includes 100 countries5.

Furthermore, in order to compare data over time, the original inbound expen-
ditures series, in current US dollars, has been deflated using the GDP deflator
from the World Bank Development Indicators.

3.2 Worldwide Governance Indicators

As noted by Kaufmann, Kraay & Mastruzzi (2010) regarding the definition of
the notion of governance:

Various authors and organizations have produced a wide
array of definitions.

The definition of governance presented in Section 2 has been chosen since
some World Bank researchers have developed a set of governance indicators re-
lying on this definition for several years.

These indicators are the so-called WGI, covering 212 countries and territo-
ries. The WGI measure perceived governance and are built using 340 variables
obtained from more than 30 sources. Four types of sources are used:

• Surveys;

• Public sector data providers;

• Nongovernmental organizations;

• Commercial business information providers.

Six measures of governance are defined, two for each of the areas identified
in the definition:

1. Voice and accountability (VA) measures citizens’ ability to participate in
government selection, along with freedom of expression and association and
a free media;

4To handle the issue of the remaining missing values, a simple linear model has been used
in order to estimate inbound expenditures as a function of a time trend and the number of
arrivals in each year.

5The complete list of countries is available in the Appendix (Table A1).
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2. Political stability and absence of violence (PV) measures perceptions of
the likelihood that the government will be destabilized or overthrown by
unconstitutional or violent means;

3. Government effectiveness (GE) measures the quality of public services, the
quality of the civil service and the degree of its independence from political
pressures, the quality of policy formulation and implementation, and the
credibility of the government’s commitment to such policies;

4. Regulatory quality (RQ) measures perceptions of the ability of the gov-
ernment to formulate and implement sound policies and regulations that
permit and promote private sector development;

5. Rule of law (RL) measures perceptions of the extent to which agents have
confidence in and abide by the rules of society, in particular the quality of
contract enforcement, the police, and the courts, as well as the likelihood
of crime and violence;

6. Control of corruption (CC) measures perceptions of the extent to which
public power is exercised for private gain, including both petty and grand
forms of corruption, as well as “capture” of the state by elites and private
interests.

Data has been obtained from the website www.govindicators.org and covers
the period 1996-2014.

The construction method and the accuracy of these indicators has been ques-
tioned by several authors, such as Knack & Langbein (2010), Thomas (2010),
and Desbordes & Koop (2015). Nonetheless, despite some limitations, these
indicators are by far the most reliable available measures of governance and
are of common use in the academic literature (Ward & Dorussen, 2015; Kasek-
ende, Abuka & Sarr, 2016). In the context of this study, a synthetic measure of
perceived governance quality is useful. This synthetic measure has been built
by averaging the six individual WGI for each country and each year, and this
additional variable is called GOV .

3.3 Other explanatory variables

In addition to the WGI, several other explanatory variables have been used in
order to account for some important features of a given country. The variable
GDP accounts for the real GDP of the country, and POP stands for the pop-
ulation size of the country. These two variables are used in order to control for
the weight of the country.

The variable TRADE is used in order to control for the integration of a
given country in international trade. It is defined as the openness to trade ra-
tio, TRADE = Exports+Imports

GDP .
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Furthermore, an additional variable, LAT , for the country’s latitude (in ab-
solute terms) is used in order to account for the effect of geography on tourism
expenditures.

Table 1 provides descriptive statistics on the variables used. All of them are
log-transformed.

3.4 Econometric approach

We can expect that aggregate tourism expenditures show strong persistence
over time, indicating that the level of tourism activity at time t affects the
tourism level at time t+ 1. To confirm such a hypothesis, the Wooldridge test
(Wooldridge 2002) is applied on the following basic ordinary least squares (OLS)
model in order to check for serial correlation in the residuals:

EXPit = β0+β1GDPit+β2POPit+β3TRADEit+β4GOVit+β5LATit+εit
(1)

where βs are the coefficients to be estimated and εit represents the residual
term. We find that the null hypothesis of no serial correlation is strongly re-
jected6. This finding suggests the use of the lagged dependent variable (EXPt−1)
to remove serial correlation in the residuals. A panel unit root test (Levin, Lin
& Chu, 2002) is also performed to see whether there is stationarity of the de-
pendent variable in (1), and the null hypothesis of non-stationarity is rejected.

As pointed out in the previous sections, reverse causality between gover-
nance and tourism is strongly expected. For example, good governance could
increase tourism revenues since it can positively impact industry productivity
and efficiency. On the other hand, tourism could affect local and/or national
governance. It is well known that this industry has dramatically increased dur-
ing the last 30 years and promises to continue that trajectory. As a result of
this dynamic, many countries have decided to reconsider their structures and
processes, including free market and individual rights reforms (Göymen, 2000).

Unfortunately, the tourism industry could directly impact the other explana-
tory variables studied. For example, trade flows and income per capita both
benefit from tourism development (Balaguer & Cantavella-Jorda, 2002; Kulen-
dran & Wilson, 2000) since the latter feeds the development process, encour-
ages investments, and positively affects the internalization and competitiveness
of firms. Through the economic channel, we might expect that tourism could
affect population size by increasing it in areas where resources are plentiful.

The presence of the lagged dependent variable (EXPt−1) and the lack of
strict exogeneity between tourism output and the explanatory variables do not

6All preliminary statistical tests are available on request.
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allow the use of the ordinary least squares (OLS) method to estimate model
(1) (Roodman 2009). In order to take into account these issues, the generalized
method of moments (GMM) is proposed, which yields a consistent estimator
of the coefficients using the lagged value of the dependent and explanatory
variables as instruments. In this analysis, the robust two-stage system GMM
estimator is implemented, which performs better than the linear first-differenced
GMM in small samples (Blundell & Bond, 1998). As noted by several authors
(Roodman 2009; Arellano & Bond 1991; Blundell and Bond 1998), the dynamic
panel estimator is designed for situations with few time periods T and many
individuals I, as in this case. Thus, our approach accounts for endogenous
covariates, fixed individual effects, and heteroskedasticity and autocorrelation
within individuals but not across them.

Furthermore, the system GMM approach allows us to deal with variables
affected by measurement error problems (Griliches & Hausman, 1986), which
makes this approach preferable to alternative methods. In other words, the mea-
surement error does not modify the assumptions and the properties of the GMM
approach, which can still provide consistent parameter estimates in panel data
models with lagged variables and unobserved time-invariant individual-specific
effects (Fajnzylber, Lederman & Loayza, 2002). This feature perfectly fits our
needs since the variable of interest (GOV ) is affected by this type of problem.

Since lags are used as instruments, they can proliferate as T increases. This
issue is not trivial. First, the number of instruments compromises the matrix
inversion calculation. Second, the Hansen test (1982) and Sargan test (1958)
for joint validity of the instruments7 are biased in the case of a large collec-
tion of instruments. Unfortunately, although consistency still holds, raising the
instrument count induces an asymptotic bias in the two-step estimate of the
parameters (Windmeijer, 2005; Roodman, 2009). A minimally arbitrary rule of
thumb is to set the number of instruments less than the number of individual
units in the panel (Baum, 2006; pp. 235). A way to reduce the instrument
count is to replace the instruments with their principal components (Mehrhoff,
2009; Kapetanios & Marcellino, 2010; Bai & Ng, 2010). The aforementioned
procedure and the GMM panel model are performed by using the “xtabond2”
command in STATA13 (Roodman, 2009).

4 Results

Consider, first, a comparison of the countries according to tourism revenue and
the aggregate WGI measure, as described in Section 3.2, in the time span 2002-
2012. Figure 1 illustrates. Those countries that are lowest in the distribution
of the WGI measure also experience the lowest level of tourism production. In-

7In both cases, failure to reject the null hypothesis gives support to the model. When the
errors are (suspected to be) non-spherical, the Sargan test is inconsistent. In our analysis,
since robust standard errors are estimated, the Hansen test has to be preferred.

9



creases in the governance index correspond to higher average levels of aggregate
tourism output. Thus, this result suggests that there is a positive correlation
between the two. Table 2 shows the cross correlation table of tourism revenue,
the synthetic index (GOV ), and the six WGI indicators. Again, a positive
correlation between tourism and governance seems to be confirmed. A formal
econometric investigation, though, controlling for trade, GDP per capita, popu-
lation size, and the latitude of the country, is needed to verify this relationship.

4.1 The synthetic index: GOV

All models are estimated using a robust two-stage system GMM approach. The
results are shown in Table 3. The Hansen test gives support to the model. In
addition, the Arellano-Bond (1991) test indicates that the residuals are not se-
rially correlated. Furthermore, the Kaiser-Meyer-Olkin measure is above 0.90,
which is generally considered to be extremely positive (see Kaiser, 1974).

The first and second columns include year dummies, whereas the second and
third columns include continent controls. The results illustrate that countries
with higher levels of good governance also tend to be those countries with more
tourism revenues. Using (I), a 1% increase in GOV corresponds with a 0.647%
increase in tourism output. Thus, the results are not only statistically but also
economically significant. The results presented are rather robust; the included
year and region controls can be dropped without affecting the main result. We
highlight that this coefficient represents only the short-run impact of the ob-
served variable. Although the time span is too short to compute meaningful
long-term effects, the results are not only statistically but also economically
significant. If the long-run equilibrium is assumed, the long-run elasticity may
be obtained by dividing the estimated coefficient by (1 − β)−1, where β is the
coefficient of the lagged dependent variable. Following this reasoning, the long-
run impact of governance on tourism activity is about 6.47%.

The coefficient on the lagged response variable (EXPt−1) is highly significant
and ranges between 0.801 and 0.914, indicating strong persistence in its series.
The coefficients on the remaining variables are in line with expectations. Look-
ing at (I), POP and TRADE are significant and positively correlated with the
tourism industry, and, hence, an increase by 1% in these variables raises tourism
revenue by 0.160% and 0.530%, respectively. As expected, LAT , i.e., a coun-
try’s distance from the equator, is negative and highly significant; a 1% increase
in this measure leads to a 0.065% decrease in aggregate tourism income. Of
course, this effect is not significant when including regional dummies. Finally,
GDP is positive but not significant in any specification.

In the fifth and sixth columns, two interaction terms are added in order to
test the hypothesis that the relationship between good governance and tourism
production is different in high and low-income (openness) country contexts.
Interestingly, the interaction term between GOV and GDP is negative and
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(marginally) significant. GOV still plays a role, but its impact is affected by
country income per capita. In the lower-income quartile, a 1% increase in GOV
leads to a 0.834% increase in tourism production, whereas repeating the same
exercise for the higher-income quartile gives a result of 0.426%. According to
these findings, the elasticity of GOV is about two times higher among lower-
income countries than among higher-income ones. However, when interpreting
these results, one should be aware of some caveats. First, the interaction term
is only marginally significant (p-value = 0.070). Then, we recall the fact that
GOV is a synthetic index of six subjective indicators and each of them is subject
to a certain margin of error. If this bias were correlated with country income
level, our interaction term would capture such an effect. For the interaction be-
tween good governance and trade, no significant effect is reported; the impact
of GOV on tourism seems not to be affected by trade openness.

As a robustness check, another formulation of the synthetic index is pro-
posed. The Appendix provides the main findings, in which GOV PC stands for
the first principal component among the six WGI measures. It explains approx-
imately 83.8% of their variance. As one can easily see, our results are largely
unchanged (see Table A2).

4.2 The six dimensions of governance

As previously mentioned, our measure of good governance is comprised of mea-
surements in six main areas: Voice and accountability (VA), Political stability
and absence of violence (PV), Government effectiveness (GE), Regulatory qual-
ity (RQ), Rule of law (RL), and Control of corruption (CC). The six measures
can be used to replace our synthetic index in order to identify which dimensions
of good governance are correlated with tourism industry productivity. Table 4
presents the result.

Again, the diagnostic statistics give support to the models (AR(2) test;
Hansen test; KMO measure). Thus, the relationship is positive for all six indica-
tors, but it is stronger for “Government effectiveness” and “Regulatory quality”
than for the rest of measurements.

For the first index (GE), “government effectiveness” stands for local percep-
tions about the quality of public services, the quality of the civil service and the
degree of its independence from political pressures, the quality of policy formu-
lation and implementation, and the credibility of the government’s commitment
to such policies. The second, “Regulatory quality” (RQ), represents perceptions
of the ability of the government to formulate and implement sound policies and
regulations that permit and promote private sector development. These findings
confirm the empirical results of Brunetti, Kisunko & Weder (1998), who find
that low “credibility of rules” is associated with lower rates of investment and
economic growth. A rationale for this result is that the more a state is able (1)
to resist political pressures, acquiring a level of independence and credibility,
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and (2) to stimulate private sector development, the more revenue the local
industry, namely the tourism industry, can produce. Together, the two aspects
give further empirical evidence of the importance of the state in creating and
offering incentives to invest and do business in these regions.

5 Conclusion

The aim of this study was to assess the role of governance quality in the gen-
eration of tourism revenue. The idea that good governance enhances growth
performance has largely been established.

Data on inbound tourism expenditures for 100 countries between 2002 and
2012 were analyzed within a dynamic panel data8 framework. The results show
that higher perceived governance quality, in a broad sense, has a positive and
significant impact on tourism revenue. More interestingly, however, these re-
sults stress the fact that the ability of government to formulate and implement
policies effectively has a significant and positive impact on tourism.

In other words, government effectiveness and regulatory quality have a sig-
nificant impact on the ability of a country to generate tourism revenue. These
findings confirm two important intuitions. First, the quality of public goods and
services is an important attractiveness factor, as emphasized by some theoretical
works in the tourism literature (Gómez, Lozano & Rey-Maquieira, 2008). Sec-
ond, the perceived capability of a government to implement a regulatory frame-
work that promotes private sector activity has a positive impact on tourism
inbound expenditures.

The ability of a country to produce the services that tourists expect is em-
phasized. This ability comes from the effectiveness of institutions, which is
essential to obtain meaningful economic results, especially in the tourism sector.

It is interesting to notice that these conclusions are consistent with the re-
sults established in the corruption-tourism literature. Indeed, it has been shown
that corruption is problematic for a country’s ability to compete in the tourism
industry (Das & DiRienzo, 2010; Lau & Hazari, 2011; Yap & Saha, 2013). This
type of crime can affect a country’s image or brand” as well as its economic and
business environment (Das & DiRienzo, 2010). Furthermore, bribery, fraud,
and extortion prevent countries from achieving adequate tourist facilities since
they impose higher costs on all economic agents. Corruption can therefore be
considered as a manifestation, or a symptom, of a certain inability of govern-
ment to implement a reliable regulation system allowing the development and

8For a review of panel data analysis in tourism, the reader could refer to Seetaram & Petit,
2012.
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efficiency of public services.

Although some studies have underlined the links between tourism and some
governance aspects (corruption, for instance, but also political stability, vio-
lence, or terrorism), as far as we know no study has addressed the issue of
measuring the impact of global governance quality on tourism. Our conclusions
stress the fact that the performance and stability of the tourism sector seem not
to be dissociated from the issue of improving countries’ governance.
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Table 1: Descriptive statistics; N = 1100

Mean sd Min Max

EXP 7.59 1.82 2.43 12.16

GDP 1.80 1.42 -1.25 4.51

POP 16.17 1.71 11.32 21.02

TRADE 4.37 0.47 3.05 6.10

GOV -0.70 0.31 -1.50 -0.10

VA -0.74 0.41 -2.07 -0.14

PS -0.77 0.44 -3.81 -0.18

GE -0.67 0.34 -1.72 -0.04

RQ -0.67 0.35 -1.87 -0.10

RL -0.72 0.37 -1.81 -0.10

CC -0.72 0.36 -1.55 0.01

LAT 3.07 0.99 -1.45 4.16

All variables are expressed in log-level terms.
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Table 2: Correlation matrix

EXP GOV VA PS GE RQ RL CC

EXP 1.00

GOV 0.50 1.00

VA 0.36 0.80 1.00

PS 0.14 0.70 0.43 1.00

GE 0.61 0.94 0.71 0.55 1.00

RQ 0.53 0.89 0.76 0.47 0.86 1.00

RL 0.50 0.96 0.69 0.62 0.92 0.86 1.00

CC 0.47 0.94 0.67 0.61 0.91 0.77 0.92 1.00
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Table 3: Dynamic panel-data estimation, two-step system GMM
(dependent variable = EXP ; N = 1000)

I II III IV V VI

EXPt−1 0.900*** 0.914*** 0.850*** 0.801*** 0.909*** 0.900***
(0.057) (0.059) (0.075) (0.045) (0.063) (0.056)

GDP 0.042 0.022 0.020 0.036 -0.102 0.041
(0.060) (0.056) (0.077) (0.067) (0.118) (0.058)

POP 0.160** 0.155** 0.146*** 0.177*** 0.157** 0.156***
(0.072) (0.074) (0.052) (0.051) (0.080) (0.074)

TRADE 0.530*** 0.614*** 0.434*** 0.473*** 0.516*** 0.382
(0.127) (0.169) (0.108) (0.106) (0.133) (0.363)

GOV 0.647*** 0.698** 1.139*** 1.084*** 0.981*** 1.611
(0.294) (0.321) (0.292) (0.287) (0.382) (2.102)

GOV ×GDP -0.185*
(0.111)

GOV × TRADE -0.226
(0.485)

LAT -0.065** -0.047 -0.069* -0.090*** -0.062** -0.069***
(0.028) (0.032) (0.037) (0.033) (0.028) (0.026)

Year controls Yes Yes No No Yes Yes
Continent controls No Yes Yes No No No

# instruments 50 54 45 41 50 50

AR(2)1 test -0.64 -0.65 -0.60 -0.60 -0.60 -0.65
Hansen test2 33.09 31.62 37.64 43.93 28.20 34.11
KMO measure3 0.946 0.946 0.946 0.946 0.946 0.946

Robust standard errors reported in parentheses. *** 1%; ** 5%; * 10% level of significance. (1) Arellano-Bond

(1991) test for zero second-order autocorrelation in first-differenced errors. (2) Hansen test of over-identifying

restrictions. (3) Kaiser-Meyer-Olkin measure of sampling adequacy

21



Table 4: Dynamic panel-data estimation, two-step system GMM
(dependent variable = EXP ; N = 800)
I II III IV V VI VII

EXPt−1 0.929*** 0.974*** 0.888*** 0.892*** 0.955*** 0.959*** 0.912***
(0.055) (0.048) (0.058) (0.054) (0.050) (0.058) (0.047)

VA 0.129 0.060
(0.104) (0.115)

PS 0.038 -0.001
(0.070) (0.077)

GE 0.637** 0.486
(0.288) (0.354)

RQ 0.475** -0.168
(0.221) (0.205)

RL 0.058 0.337
(0.229) (0.261)

CC 0.408 -0.339
(0.313) (0.348)

# instruments 51 51 49 51 50 48 76

AR(2)1 test -0.70 -0.69 -0.73 -0.68 -0.70 -0.60 -0.83
Hansen test2 39.42 38.29 29.21 29.35 35.17 28.37 52.82
KMO measure3 0.941 0.947 0.945 0.946 0.947 0.950 0.906

Robust standard errors reported in parentheses. Other explanatory variables: GDP, TRADE, POP, and LAT.

Control variables: year dummies. *** 1%; ** 5%; * 10% level of significance. (1) Arellano-Bond (1991) test for

zero second-order autocorrelation in first-differenced errors. (2) Hansen test of over-identifying restrictions. (3)

Kaiser-Meyer-Olkin measure of sampling adequacy
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Figure 1: Average country GOV and EXP
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6 Appendix

Table A1: The list of countries under study

Angola Cuba Kazakhstan Paraguay
Argentina Cyprus Kenya Peru
Armenia Czech Republic Kuwait Philippines
Australia Ecuador Kyrgyzstan Poland
Austria Egypt Laos Puerto Rico
Azerbaijan El Salvador Lebanon Portugal
Bahamas Estonia Lithuania Russia
Bahrain Fiji Macao Saudi Arabia
Barbados Finland Macedonia Seychelles
Belarus France Madagascar Slovakia
Belgium Gambia Malawi Slovenia
Benin Ghana Malaysia South Korea
Bhutan Greece Mali Sweden
Bolivia Honduras Mauritius Tajikistan
Bosnia and Herzegovina Hong Kong Mexico Tanzania
Botswana Hungary Moldova Thailand
Brazil Iceland Mongolia Togo
Cambodia India Morocco Trinidad and Tobago
Cameroon Indonesia Mozambique Tunisia
Canada Iran Nepal Turkey
Chile Israel Netherlands Uganda
China Italy Nigeria Ukraine
Colombia Jamaica Norway United States
Costa Rica Japan Oman Uruguay
Croatia Jordan Panama Venezuela
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Table A2: Dynamic panel-data estimation, two-step system GMM
(dependent variable = EXP ; N = 1000)

I II III IV V VI

EXPt−1 0.926*** 0.897*** 0.845*** 0.921*** 0.958*** 0.943***
(0.046) (0.052) (0.059) (0.065) (0.044) (0.032)

GDP -0.029 -0.021 -0.004 -0.052 0.048 -0.018
(0.052) (0.047) (0.068) (0.078) (0.053) (0.049)

POP 0.090*** 0.107** 0.112*** -0.0003 0.073 0.097***
(0.045) (0.046) (0.041) (0.031) (0.051) (0.036)

TRADE 0.388*** 0.453*** 0.413*** 0.203** 0.419*** 0.387***
(0.097) (0.116) (0.102) (0.091) (0.097) (0.097)

GOV PC1 0.083** 0.110*** 0.142*** 0.105*** 0.095* -0.042
(0.035) (0.042) (0.036) (0.028) (0.057) (0.186)

GOV PC1 ×GDP -0.031*
(0.017)

GOV PC1 × TRADE 0.019
(0.041)

LAT -0.030 -0.039 -0.057 -0.054 -0.057** -0.013
(0.021) (0.026) (0.037) (0.065) (0.025) (0.017)

Year controls Yes Yes No No Yes Yes
Continent controls No Yes Yes No No No

# instruments 50 54 45 41 50 50

AR(2)2 test -0.66 -0.66 -0.66 -0.71 -0.64 -0.68
Hansen test3 25.79 24.61 37.14 44.94 43.13 29.17
KMO measure4 0.929 0.929 0.929 0.929 0.929 0.929

Robust standard errors reported in parentheses. *** 1%; ** 5%; * 10% level of significance. (1) stands for the first

principal component among the six Worldwide Governance Indicators. It explains approximately 83.8% of their

variance. (2) Arellano-Bond (1991) test for zero second-order autocorrelation in first-differenced errors. (3)

Hansen test of over-identifying restrictions. (4) Kaiser-Meyer-Olkin measure of sampling adequacy
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